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ABSTRACT

Leaf area (Lₐ) measurement provides valuable key information in understanding the growth and 
physiology of a plant. Simple, accurate and non-destructive methods are inevitable for leaf area 
estimation. These methods are important for physiological and agronomic studies. However, the 
major limitations of existing leaf area measurement techniques are destructive in nature and time 
consuming. Therefore, the objective of the present work is to develop ANN and linear regression 
models along with image processing techniques to estimate spinach leaf area making use of leaf 
width (Lₜ₇) and length (Lₕ₈) and comparison of developed models performance based on the 
statistical parameters. The spinach leaves were grown under different nitrogen fertilizer doses (0, 
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1. INTRODUCTION

Spinach (Spinacia oleracea L.) is one of the major green leafy vegetable that belongs to the amaranth family and originated in Persia. It is widely cultivated in spring, autumn and winter seasons. Spinach, considered good for health and loaded with antioxidants and nutrients, is a rich source of vitamins A, C and K [1] and minerals such as calcium, iron, and magnesium [2].

A leaf is an integral part of a plant that is responsible for the rate of photosynthesis, crop growth and dry matter accumulation. Leaf area, one of the parameters, plays a vital role in assessing the leafy vegetative plant growth [3]. The conventional methods of leaf area measurement are blueprinting, tracing, photograping and planimeter [4-5]. Such methods are time-consuming, and these methods require the excision of leaves from the plants [4-5]. Moreover, the accuracy in such a measurement process depends on the skills of the operator engaged in that work. Unlike destructive methods, non-destructive methods, which involves mathematical models to predict leaf area, allows for the repeated measurement of leaves over time while avoiding the biological alteration characteristic [6]. Furthermore, the use of simple linear measurement models for predicting leaf area \( (A_P) \) of crops eliminates the introduction of expensive leaf area meters [7].

Among the different methods of leaf area measurement techniques, the linear measurement of leaf length and width are more prevalent. Many researchers have said that the linear regression model developed with leaf length and width has good prediction accuracy to estimate leaf area [8-10,14-15]. This type of leaf area estimation is called the indirect method and it is non-destructive. Numerous researches have used linear regression models to estimate the area for a wide range of crops such as cherry [8], chestnut [9], sunflower [10], saffron [11], mango [12], rose [13], highbush blueberries [14] and cacao [15].

Artificial neural network is a machine learning method inspired by the biological neural network. It progressively utilize and is capable of performing many complex tasks and yields productive outcomes in comparison with other traditional predictive models like simple linear regression and correlation [16]. It is extensively used in hydrological forecasting [17], fruit weight prediction [18], corn and soybean crop yield prediction [19], leaf area estimation for corn [20] and tomato [21], water demand forecasting [22], soil parameters estimation [23] and estimation of rice leaf chlorophyll concentration [24].

It has been observed that the number of researchers has developed linear and non-linear models to predict the leaf area using length \( (L_L) \) and width \( (L_W) \) of leaves. Only limited work is published on development of the ANN model for predicting leaf area \( (A_P) \). Therefore the present work has been undertaken to develop ANN and linear regression models along with image processing techniques to estimate spinach leaf area making use of leaf width and length values and comparison of developed models performance based on the statistical parameters.

2. MATERIALS AND METHODS

2.1 Experimental location

The spinach plants were cultivated in plastic trays under different nitrogen fertilizer doses (0, 50, 100, 150, 200, 250, 300, 350 and 400 kg N/ha) during the winter (December-February) season. The experiment was carried out at the Precision Farming Development Centre (PFDC) field (23.3156°N, 77.4037°E) of the ICAR-Central Institute of Agricultural Engineering, Bhopal, Madhya Pradesh, India. The pictorial representation of spinach plants grown under different levels of nitrogen fertilizer is shown in Fig. 1.

The morphological parameters length \( (L_L) \), width \( (L_W) \) and area \( (L_A) \) of leaves were measured using an image-processing software. The performance \( L_A= -0.66+0.64 (L_L \times L_W) \) \( (R^2 = 0.98, \text{RMSE} = 3.25 \text{cm}^2) \) equation was better than the other linear models. The performance of the ANN model \( (R^2 = 0.99, \text{RMSE} = 3.10 \text{cm}^2) \) was better than all other linear models. Therefore, developed models along with image processing techniques can be used as a non-destructive technique for estimation of spinach leaf area.

**Keywords**: Linear regression; ANN; image processing; leaf morphology.
2.2 Measurement of Leaf Morphological Properties

A total of 90 leaves without any physical damage were collected from all the treatments (10 leaves from each treatment) after 35 days of sowing. The spinach leaves were scanned using the CanoScan LiDE 110 Scanner in jpeg (Joint Photographic Experts Group) format. The scanned images were used to measure morphological properties of spinach leaves such as length, width and area using Image J software (Fig. 2a). Before analyzing the leaves, the scale was set using a known length. After that, the threshold was selected (Fig. 2b) and then leaf properties were analyzed using ROI (region of interest) manager.

![Fig. 1. Plastic trays cultivation of spinach leaves under different levels of nitrogen fertilizer doses](image)

![Fig. 2. Image processing operations to measure spinach morphological properties (a) spinach leaf scanned image and (b) colour threshold image](image)
2.3 Linear Regression Model

Six linear regression models have been developed considering the different combinations of length and width \((L_L, L_W, L_L^2, L_W^2, (L_L+L_W)^2, L_L \times L_W)\) as an independent variable and leaf area as a dependent variable. Even if the relationship between dependent and independent variables is curvilinear under this situation, the use of second-order polynomials yields best-fit regression models. The list of linear models used in this study is tabulated in Table 1. The coefficient of determination \((R^2)\) and the mean square error \((MSE)\) were used as summary statistics to check the best fitting of developed linear regression models and for comparison of models [25].

\[
Y_j = \sum_{i=1}^{n} f(W_{ij}X_i) + b_j
\]

where, \(W_{ij}\) represents the weight of \(j^{th}\) input vector which is connected to the \(i^{th}\) neuron; \(n\) represents the number of inputs to the neuron; \(b_j\) is the bias associated with the \(j^{th}\) neuron, which adds a constant term in the weighted sum to improve convergence; and \(f\) is the activation function that establishes the processing inside the neuron. The activation function may be a linear or non-linear (hyperbolic tangent or sigmoid) based on the topology of the network. In the present study tan sigmoid function was used as an activation function in the hidden layer and linear function in the output layer.

\[
tansig(x) = \frac{2}{(1+e^{-2x})} - 1
\]

A total of 90 experiments were conducted and the experimental data were used for training, testing and validation of the selected network. The data was first randomized, and then the data was divided into three parts. The first set was used for training the network (60%), the second set (20%) was used for validation of network and the third (20%) data set was used for testing the model. MATLAB2018a software was used for the development of neural network. Levenberg Marquardt’s training algorithm was used for updating the weights of the input layer to the hidden layer and the hidden layer to output layer connections. The statistical parameters such as RMSE and \(R^2\) were used to evaluate the performance of the developed network. The low RMSE and high \(R^2\) represent good prediction accuracy.

\[
R^2 = \frac{\sum(y_f-\bar{y})(y_o-\bar{y})^2}{\sum(y_f-\bar{y})^2 \sum(y_o-\bar{y})^2}
\]

\[
RMSE = \sqrt{\frac{\sum(y_o-y_f)^2}{n}}
\]

Where,

\(y_i\) is the observed value for the \(i^{th}\) observation and \(\bar{y}_i\) is the predicted value.

Table 1. Coefficient of estimates and statistical results of different linear equations obtained from regression analysis to estimate the spinach leaf area

<table>
<thead>
<tr>
<th>Model number</th>
<th>Form of model</th>
<th>Coefficients</th>
<th>(R^2)</th>
<th>RMSE(cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(L_A = a+b \ (L_L))</td>
<td>-38.00, 7.35</td>
<td>0.86</td>
<td>8.33</td>
</tr>
<tr>
<td>2</td>
<td>(L_A = a+b \ (L_W))</td>
<td>-32.30, 12.88</td>
<td>0.95</td>
<td>5.02</td>
</tr>
<tr>
<td>3</td>
<td>(L_A = a+b \ (L_L \times L_W))</td>
<td>-0.66, 0.64</td>
<td>0.98</td>
<td>3.25</td>
</tr>
<tr>
<td>4</td>
<td>(L_A = a+b \ (L_L + L_W)^2)</td>
<td>-1.45, 0.15</td>
<td>0.96</td>
<td>4.14</td>
</tr>
<tr>
<td>5</td>
<td>(L_A = a+b \ (L_L^2))</td>
<td>-0.83, 0.34</td>
<td>0.88</td>
<td>7.58</td>
</tr>
<tr>
<td>6</td>
<td>(L_A = a+b \ (L_W^2))</td>
<td>4.75, 1.04</td>
<td>0.94</td>
<td>5.16</td>
</tr>
</tbody>
</table>
3. RESULTS AND DISCUSSION

3.1 Linear Regression Models

The coefficient of estimates and statistical results obtained from the regression analysis of different linear equations to estimate the spinach leaf area \((L_A)\) are tabulated in Table 1. The prediction accuracy of linear models was low when the models developed with leaf length \((L_L)\) and leaf width \((L_W)\) as an individual independent variable. The performance of model developed with leaf length \((L_L)\) as an independent variable (Model-1) \((R^2=0.86; \text{RMSE}=8.33)\) was lower than the model developed with leaf width \((L_W)\) as an independent variable (Model-2) \((R^2=0.95; \text{RMSE}=5.02)\). On the other hand, the performance of model developed with leaf width \((L_W)\) as variables for the input layer \(L_L\) and \(L_A\) as an output layer with one hidden layer with three neurons. The lower RMSE and high \(R^2\) values were observed at three number of hidden neurons therefore it is considered as an optimum number of hidden neurons. The best model performance (i.e. lower RMSE) was observed at the number of epochs equal to 16; it is shown in Fig 4a. From the figure, it is depicted that the performance of the model during training, validation and testing was almost the same. The statistical results of ANN model during training \((R^2=0.996; \text{RMSE}=2.87)\), validation \((R^2=0.994; \text{RMSE}=2.79)\) and testing \((R^2=0.995; \text{RMSE}=3.10)\) reveals that the developed model was free from the over and underfitting. The plot between actual and predicted spinach \(L_A\) during training, validation and testing are shown in Fig 4b. It is evident that all the data points are close to the regression line, therefore, it can be concluded that the developed model was capable of predicting \(L_A\) with good prediction accuracy and no outliers were present in the data points.

3.2 FFBP-ANN Model

The multilayer feed-forward back propagation neural network (FFBP-ANN) was developed using \(L_L\) and \(L_W\) as variables for the input layer and \(L_A\) as an output layer with one hidden layer with three neurons. The results obtained in the present study were better than the results reported for Solanum aethiopicum Shum \((R^2=0.83-0.92)\) [28], saffron \((Crocus sativus L.)\) \((R^2=0.937)\) and corn \((Zea mays L.)\) \((R^2=0.88-0.97)\) [29]. This variance may be due to the variation in crop, type of linear model adopted and leaf morphology. A shape between an ellipse \((0.78)\) and a triangle \((0.5)\) of the equal length and maximum width can express the shape coefficient. The shape coefficient (regression coefficient of model-3) of spinach leaf \((0.64)\) was close to walnut leaf crop \((0.69)\) [30] but lower than the hazelnut leaf \((0.74)\) [7] and kiwi fruit leaf \((0.82)\) [31].
ANN model to predict the tomato leaf area. The prediction accuracy was lower ($R^2 = 0.93-0.98$; RMSE=8.70-18.07 cm$^2$) than the present study [21]. The prediction accuracy obtained in the present study were similar to the previous studies reported for corn leaves ($R^2$=0.98) [20], tomato leaves ($R^2$=0.96; RMSE=3.30 cm$^2$) [33] and durian (Duriozibethinus) leaves ($R^2$ = 0.94, RMSE = 4.81 cm$^2$) [11].

3.3 Comparison of ANN and LRM
The performance of linear models and FFBP-ANN model were compared based on the statistical indicators $R^2$ and RMSE. The performance of FFBP-ANN model ($R^2$=0.995; RMSE=3.10) was superior to all the linear models, but the notable distinction was not observed between the performance of ANN and
linear Model-3. The better prediction accuracy of FFBP-ANN model was due to its non-linear nature among input and output variables. The results obtained in the present study were similar to the results reported by [11] for durian (Duriozibethinus) leaves and for corn leaves (Odabas et al. 2013). Therefore, ANN can be used to predict the leaf area of spinach leaves with good prediction accuracy and minimum error.

4. CONCLUSION

This study was conducted with the aim of non-destructive estimation of spinach leaf area using linear and artificial neural network (ANN) models along with image processing techniques. The linear models developed with both $L_c$ and $L_w$ used as an independent variable yields good prediction accuracy with lower error ($R^2=0.86-0.95$; RMSE=5.03-8.22 cm$^2$) than the models developed with $L_c$ and $L_w$ used as an independent variable individually ($R^2=0.96-0.98$; RMSE=3.25-4.14 cm$^2$). The performance of the ANN model was better ($R^2 = 0.99$, RMSE = 3.10 cm$^2$) than the linear models. The developed ANN model along with image processing techniques can be used as a substitute for sophisticated instruments for measurement of spinach leaf area.
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